**Model selection and multimodel inference**

**Landscape Genetics DGS 2018**

**Learning goal:** The goal of this lab is for you to become familiar with creating and analyzing landscape genetic hypotheses using maximum likelihood population effects (MLPE; Van Strien et al. 2012) and information theory.

**Conceptual exercise.** In this section, you will review the concepts in the lecture and background reading to interpret AICc and BIC values from a set of landscape genetic models.

Here are the results of a set of models run with MLPE:

1. The full model: solarinso, forest, ag, shrub, dev
2. The landcover model: ag, shrub, forest, and dev
3. The human footprint model: ag, dev
4. The energy conservation model: slope, shrub, dev
5. The historical model: soils, slope, solarinso

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Model | AICc | AICc weight | BIC | BIC weight |
| 1 | 121.6218 | 0.03 | 132.8991 | 0.01 |
| 2 | 116.5579 | 0.42 | 126.8563 | 0.19 |
| 3 | 116.2116 | 0.50 | 124.1391 | 0.76 |
| 4 | 120.8709 | 0.05 | 130.0494 | 0.04 |
| 5 | 133.2179 | 0.00 | 144.4952 | 0.00 |

Based on information theory, generally ΔAICc values:

* ≤2 are considered to show substantial evidence
* 4-7 are considered to show considerably less evidence
* >10 are considered to show essentially no evidence

1. Considering guidelines above and the principle of parsimony, what model is the ‘best’ of this set? How do you know?
2. How strong is the evidence for the best model, and how does it differ between AICc and BIC?
3. Why are evidence weights from BIC less equivocal between models than AICc evidence weights?
4. What variables would contribute to a multimodel prediction that would be excluded if only the best model was used?
5. Before starting this analysis, the researcher found that slope was collinear with land cover types therefore did not include them in the same models. What does this mean for inference from the best model?

**Worked example.** In this section, you will re-analyze the dataset from Goldberg and Waits 2010 using MLPE. Blue text indicates code to input into R, turquoise indicates text you may be changing when you get to Section 3.

In previous labs, you have created genetic distance matrices, so here we are going to start with those data already complete, as are the landscape data. For MLPE, two vectors representing the nodes at the ends of each link must be created, code for that can be found in the Bonus code under Lab 7. For this lab, we are going to start with a fully realized dataset and focus on creating and selecting models.

First, read in the dataset. I’ve named it CSF (Columbia spotted frog) rather than RALU (*Rana luteiventris*) to differentiate it from Melanie’s dataset you have used in previous labs. You’ll have to adjust the path to the directory where you put the .csv file:

CSFdata <- read.csv('C:/…/CSF\_network.csv', header = TRUE)

It’s always a good idea next to take a look at the field names and make sure you and R agree on what everything is called.

names(CSFdata)

The Y in these models will be logDc.km, the genetic distance per geographic distance, log transformed to meet normality assumptions. For this exercise, you’ll test 5 alternative hypotheses. For **Section 3**, you’ll create your own from these variables and test support for them. Definitions are as follows:

LENGTH – Euclidean distance of the link. This is incorporated into the Y, but you may want to use it as part of an interaction in Section 3

slope – Average slope along the link.

solarinso – average solar insolation along the link.

soils – dominant soil type along the link. Note that these are written out in text rather than represented as numbers, a trick to make sure that R always interprets this as a factor (categorical variable).

ag, grass, shrub, hi, lo, dev, forest – proportion of each land cover along the link: agriculture, grassland, shrubland, high density forest, low density forest, development (buildings), and forest (the sum of hi and lo).

For this section, your *a priori* set of hypotheses (as in Section 1) is as follows:

1. The full model: solarinso, forest, ag, shrub, dev
2. The landcover model: ag, shrub, forest, and dev
3. The human footprint model: ag, dev
4. The energy conservation model: slope, shrub, dev
5. The historical model: soils, slope, solarinso

**Running the models**

require(lme4)

# Create the Zl and ZZ matrices

Zl <- lapply(c("pop1","pop2"), function(nm) Matrix:::fac2sparse(CSFdata[[nm]],"d", drop=FALSE))

ZZ <- Reduce("+", Zl[-1], Zl[[1]])

# Fit a lmer model to the data

mod1 <- lFormula(logDc.km ~ solarinso + forest + ag + shrub + dev + (1|pop1), data = CSFdata, REML = TRUE)

At this point an error message appears:

Warning message:

Some predictor variables are on very different scales: consider rescaling

Which variable is causing this problem? To check, get R to show you the first 5 rows of the dataset:

CSFdata[1:5,]

One of these variables is a lot larger than the others, but has a small range. This often happens with variables such as easting and can cause issues for model fit. The common solution is to z-transform the data, which is conveniently done in R using the scale function:

solarinsoz <- scale(CSFdata$solarinso)

We then can attach these data back to our dataframe:

CSFdata <- cbind(CSFdata, solarinsoz)

Check to make sure this worked:

names(CSFdata)

If solarinsoz is there, you’re good.

While we’re at it, let’s make sure that these variables don’t have issues with multicollinearity:

You’ll need to install packages usdm and sp if you don’t have them already.

require(usdm)

Make a dataframe of just the variables to test (note, you can’t use factors here):

CSF.df <- data.frame(CSFdata$solarinsoz, CSFdata$forest, CSFdata$dev, CSFdata$shrub, CSFdata$ag)

vif(CSF.df)

Variables VIF

1 CSFdataz.solarinsoz 1.479273

2 CSFdataz.forest 3.127104

3 CSFdataz.dev 1.800218

4 CSFdataz.shrub 1.523341

5 CSFdataz.ag 2.532198

Numbers less than 10, or 3, or 4, depending on who you ask, are considered to not be collinear enough to affect model outcomes. So we’re good to go here. Note, though, what would happen if we added grass to this:

Variables VIF

1 CSFdataz.solarinsoz 1.541954

2 CSFdataz.forest 97.167730

3 CSFdataz.dev 55.768172

4 CSFdataz.shrub 11.657666

5 CSFdataz.ag 68.852254

6 CSFdataz.grass 45.970721

Now we have to remake the modeling objects with our new and improved data frame, but referring to our z-transformed data (thanks to Martin Van Strien and Helene Wagner for the base model code):

Zl <- lapply(c("pop1","pop2"), function(nm) Matrix:::fac2sparse(CSFdata[[nm]],"d", drop=FALSE))

ZZ <- Reduce("+", Zl[-1], Zl[[1]])

# Fit a lmer model to the data

mod1 <- lFormula(logDc.km ~ solarinsoz + forest + ag + shrub + dev + (1|pop1), data = CSFdata, REML = TRUE)

dfun <- do.call(mkLmerDevfun,mod1)

opt <- optimizeLmer(dfun)

mod\_1 <- mkMerMod(environment(dfun), opt, mod1$reTrms,fr = mod1$fr)

# In the fitted model replace Zt slot

mod1$reTrms$Zt <- ZZ

# Refit the model

dfun <- do.call(mkLmerDevfun,mod1)

opt <- optimizeLmer(dfun)

mod\_1z <- mkMerMod(environment(dfun), opt, mod1$reTrms,fr = mod1$fr)

summary(mod\_1z)

Linear mixed model fit by REML ['lmerMod']

REML criterion at convergence: 101.9

Scaled residuals:

Min 1Q Median 3Q Max

-2.86045 -0.67339 -0.06932 0.57516 1.87959

Random effects:

Groups Name Variance Std.Dev.

pop1 (Intercept) 0.02986 0.1728

Residual 0.49166 0.7012

Number of obs: 48, groups: pop1, 20

Fixed effects:

Estimate Std. Error t value

(Intercept) -4.681159 0.383071 -12.220

solarinsoz -0.001611 0.135868 -0.012

forest -0.163231 0.591137 -0.276

ag -1.504031 0.642904 -2.339

shrub -1.903160 1.343940 -1.416

dev 0.176494 0.652835 0.270

Correlation of Fixed Effects:

(Intr) slrnsz forest ag shrub

solarinsoz -0.088

forest -0.802 0.360

ag -0.848 -0.020 0.626

shrub -0.237 -0.384 -0.121 0.259

dev -0.691 -0.020 0.533 0.551 0.195

Let’s get our AIC and BIC values:

AIC(mod\_1z)

[1] 117.9295

BIC(mod\_1z)

[1] 132.8991

This is the fullest model in our dataset (although our models are not completely nested), so let’s take a look at the residuals:

plot(mod\_1z)![](data:image/png;base64,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)

Residuals are centered around zero and don’t show large groupings or patterns, although there is some increase in variation at larger numbers (so the model is having a more difficult time predicting larger genetic distances per km). There are many more checks that can be done at this point (referenced in the lecture), but for now we’re going to leave model fit at this and fit the other models:

#Fitting model 2

mod2 <- lFormula(logDc.km ~ forest + ag + shrub + dev + (1|pop1), data = CSFdata, REML = TRUE)

dfun <- do.call(mkLmerDevfun,mod2)

opt <- optimizeLmer(dfun)

mod\_2 <- mkMerMod(environment(dfun), opt, mod2$reTrms,fr = mod2$fr)

mod2$reTrms$Zt <- ZZ

# Refit the model

dfun <- do.call(mkLmerDevfun,mod2)

opt <- optimizeLmer(dfun)

mod\_2z <- mkMerMod(environment(dfun), opt, mod2$reTrms,fr = mod2$fr)

#Fitting model 3

mod3 <- lFormula(logDc.km ~ ag + dev + (1|pop1), data = CSFdata, REML = TRUE)

dfun <- do.call(mkLmerDevfun,mod3)

opt <- optimizeLmer(dfun)

mod\_3 <- mkMerMod(environment(dfun), opt, mod3$reTrms,fr = mod3$fr)

mod3$reTrms$Zt <- ZZ

# Refit the model

dfun <- do.call(mkLmerDevfun,mod3)

opt <- optimizeLmer(dfun)

mod\_3z <- mkMerMod(environment(dfun), opt, mod3$reTrms,fr = mod3$fr)

#Fitting model 4

mod4 <- lFormula(logDc.km ~ slope + shrub + dev + (1|pop1), data = CSFdata, REML = TRUE)

dfun <- do.call(mkLmerDevfun,mod4)

opt <- optimizeLmer(dfun)

mod\_4 <- mkMerMod(environment(dfun), opt, mod4$reTrms,fr = mod5$fr)

mod4$reTrms$Zt <- ZZ

# Refit the model

dfun <- do.call(mkLmerDevfun,mod4)

opt <- optimizeLmer(dfun)

mod\_4z <- mkMerMod(environment(dfun), opt, mod4$reTrms,fr = mod4$fr)

#Fitting model 5

mod5 <- lFormula(logDc.km ~ soils + slope + solarinsoz + (1|pop1), data = CSFdata, REML = TRUE)

dfun <- do.call(mkLmerDevfun,mod5)

opt <- optimizeLmer(dfun)

mod\_5 <- mkMerMod(environment(dfun), opt, mod5$reTrms,fr = mod5$fr)

mod5$reTrms$Zt <- ZZ

# Refit the model

dfun <- do.call(mkLmerDevfun,mod5)

opt <- optimizeLmer(dfun)

mod\_5z <- mkMerMod(environment(dfun), opt, mod5$reTrms,fr = mod5$fr)

CSF.IC <- cbind(Model = c(1:5), AIC = c(AIC(mod\_1z), AIC(mod\_2z), AIC(mod\_3z), AIC(mod\_4z), AIC(mod\_5z)), BIC = c(BIC(mod\_1z), BIC(mod\_2z), BIC(mod\_3z), BIC(mod\_4z), BIC(mod\_5z)))

CSF.IC

Model AIC BIC

[1,] 1 117.9295 132.8991

[2,] 2 113.7579 126.8563

[3,] 3 114.7831 124.1391

[4,] 4 118.8222 130.0494

[5,] 5 129.5256 144.4952

We’ve got some results, great!

Now let’s work with these a bit. First, because we don’t have an infinite number of samples, we’ll convert AIC to AICc:

First, find the k parameters used in the model and add them to the table

CSF.IC <- cbind(CSF.IC, k = c(attr(logLik(mod\_1z), "df"), attr(logLik(mod\_2z), "df"), attr(logLik(mod\_3z), "df"), attr(logLik(mod\_4z), "df"), attr(logLik(mod\_5z), "df")))

CSF.IC

Model AIC BIC k

[1,] 1 117.9295 132.8991 8

[2,] 2 113.7579 126.8563 7

[3,] 3 114.7831 124.1391 5

[4,] 4 118.8222 130.0494 6

[5,] 5 129.5256 144.4952 8

Now, calculate AICc and add it to the dataframe

CSF.IC<- as.data.frame(CSF.IC)

AICc <- CSF.IC$AIC + 2\*CSF.IC$k\*(CSF.IC$k+1)/(48-CSF.IC$k-1)

CSF.IC <- cbind(CSF.IC, AICc = AICc)

CSF.IC

Model AIC BIC k AICc

1 1 117.9295 132.8991 8 121.6218

2 2 113.7579 126.8563 7 116.5579

3 3 114.7831 124.1391 5 116.2116

4 4 118.8222 130.0494 6 120.8709

5 5 129.5256 144.4952 8 133.2179

Next we calculate evidence weights for each model based on AICc and BIC

#Calculate model weights for AICc

AICcmin <- min(CSF.IC$AICc)

RL <- exp(-0.5\*(CSF.IC$AICc - AICcmin))

sumRL <- sum(RL)

AICew <- RL/sumRL

CSF.IC <- cbind(CSF.IC, AICew)

#Calculate model weights for BIC

BICmin <- min(CSF.IC$BIC)

RL.B <- exp(-0.5\*(CSF.IC$BIC - BICmin))

sumRL.B <- sum(RL.B)

BICew <- RL.B/sumRL.B

CSF.IC <- cbind(CSF.IC, BICew)

Model AIC BIC k AICc AICew BICew

1 1 117.9295 132.8991 8 121.6218 0.0333420944 9.476981e-03

2 2 113.7579 126.8563 7 116.5579 0.4193794642 1.944681e-01

3 3 114.7831 124.1391 5 116.2116 0.4986441626 7.566276e-01

4 4 118.8222 130.0494 6 120.8709 0.0485331352 3.939856e-02

5 5 129.5256 144.4952 8 133.2179 0.0001011436 2.874854e-05

1. Why would adding in the last land cover cause a high amount of collinearity? Consider how these data were calculated.
2. What did using AICc (rather than AIC) do to inference from these results?
3. How does k relate to the number of parameters in each model?
4. Find the best model and type its name into R to look at the beta values for the fixed effects. What does this tell you about the influence of land covers on gene flow of Columbia spotted frogs?

**Additional hypotheses.**

In this section, you will create your own (small) set of hypotheses to rank for evidence using the dataset provided. Modify the code in Section 2 to do this.

Hypotheses:

VIF table for full model:

Residual plot for full model:

Table of AICc and BIC weights:

What can you infer from your analysis about what influences gene flow of this species?